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Abstract.3

Investigations into the role of anthropogenic emissions in the occurrence4

of extreme weather often use a method that compares simulations of atmo-5

spheric climate models under factual conditions that have been experienced6

against simulations under counterfactual conditions that might have been7

experienced at that time in the absence of emissions. The particular chal-8

lenge for this experimental design is the estimation of ocean surface bound-9

ary conditions for use by the counterfactual simulations. So far, studies have10

usually used a single bespoke estimate, leading to difficulty in understand-11

ing the nature of uncertainties in results. Here we develop an estimate of sea12

surface temperatures and sea ice conditions for use in counterfactual sim-13

ulations, intended as a benchmark estimate to facilitate comparison across14

climate models and across studies. This development includes tests to en-15

sure that the final estimate is stable from year-to-year and stable against other16

perturbations to the methodology. While the estimate is tailored specifically17

for the International CLIVAR C20C+ Detection and Attribution Project,18

it should be relevant for use by related projects as well.19
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1. Introduction

Growing interest in the role of anthropogenic emissions in recent and current extreme20

weather has been reflected in a rapidly growing number of studies [Stott et al., 2013; Bind-21

off et al., 2013; Herring et al., 2014]. Despite the growth, this field of research remains22

ad hoc, with no climate model-based products optimised for general application. For23

instance, standard climate model databases, such as the CMIP5 archive [Taylor et al.,24

2012], have at most a handful of simulations per climate model driven under the histor-25

ical forcing scenarios required for attribution analysis, providing small sample sizes for26

the analysis of extreme weather. To address this gap a number of institutions around the27

world are collaborating on the Climate of the 20th Century Plus (C20C+) Detection and28

Attribution (D&A) Project with a primary goal of generating a new data product opti-29

mised for understanding extreme weather under anthropogenic climate change [Folland30

et al., 2014].31

The C20C+ D&A Project adopts the time-slice experimental design first introduced by32

Pall et al. [2011]. This involves generating large (≥50 member) ensembles of simulations,33

each with a different initial state, with an atmospheric model driven under two scenarios: a34

factual scenario (denoted “All-Hist” in the C20C+ D&A Project) representing the bound-35

ary conditions experienced over the past several decades; and a counterfactual scenario36

(“Nat-Hist”) representing a natural world that might have been had human activities not37

interfered with the climate system. The design will permit comparisons of trends in the38

All-Hist simulations against observed trends, diagnosis of patterns of large scale circula-39

tion related to extreme weather in the All-Hist simulations, or comparison of the All-Hist40
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versus Nat-Hist simulations. This experimental design has the advantage of allowing the41

generation of very large (i.e. ≥50 member) ensembles of simulations with climate models42

at relatively high spatial resolution, because the “spin-up” time scale required for the43

atmospheric models is much shorter than what is required for models of the full climate44

system. The trade-off is that short time-scale coupling between the ocean surface and45

the atmosphere is lost, which can limit the type of events that can be examined with this46

approach [Trenberth et al., 2015], and variations in ocean conditions are limited to those47

that actually occurred, rather those that are potentially realisable under past and current48

boundary conditions, which limits the generality of results.49

Under both scenarios, simulations are driven by time-varying boundary conditions (Ta-50

ble 1). For the All-Hist scenario, these comprise greenhouse gas concentrations, tropo-51

spheric aerosol burdens (or emissions), stratospheric (volcanic) aerosol burdens (or emis-52

sions), ozone concentrations, land cover, solar luminosity, sea surface temperatures, and53

sea ice concentrations. For the Nat-Hist scenario, though, greenhouse gases, anthropogenic54

aerosols, and ozone conditions are set to pre-industrial values, and the ocean surface con-55

ditions are adjusted accordingly. The specification of these boundary conditions follows56

easily from current practice [e.g. Taylor et al., 2012] or from the experimental design,57

except for the specification of the Nat-Hist ocean surface conditions. The only studies58

to start exploring sensitivity to this uncertainty have found notable differences in event59

attribution results between these samples [Pall et al., 2011; Kay et al., 2011; Christidis60

et al., 2013; Christidis and Stott , 2014].61

This paper focuses on developing a benchmark estimate, dubbed “Nat-Hist/CMIP5-62

est1”, of the Nat-Hist sea surface temperatures (Section 3) and sea ice concentrations63
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(Section 4) for use by the C20C+ D&A Project and, hopefully, by other projects. The64

intention is not that this should be the only estimate used: indeed, contributors to the65

C20C+ D&A Project are encouraged to produce Nat-Hist ensembles for at least three66

different attributable ocean warming estimates. Rather, the intention is to produce a67

plausible estimate that can be used for intermodel comparison studies. As such, it is68

recommended as the first attributable warming estimate to be used by contributors to69

the C20C+ D&A Project, as well as an option for other projects that would facilitate70

cross-project comparison.71

2. Data

2.1. Selection of data

The All-Hist scenario uses observed ocean surface conditions, so to allow a comparison72

of “like against like” between the two scenarios it is necessary to preserve the anomalous73

month-to-month and year-to-year variability of the observed conditions. A solution is74

to subtract an attributable warming estimate from the observed conditions, where this75

estimate describes the spatially and seasonally varying warming response to anthropogenic76

emissions. Crucially, it varies only slowly in time, consistent with the gradual influence of77

anthropogenic emissions (any nonlinear influence of volcanic eruptions will be examined78

below).79

The attributable warming estimate is intended to be a benchmark for widespread use,80

and thus not only must it be a physically plausible estimate, but it must also be derived81

from data sources and with methods that are widespread, preferably without being overly82

complicated. In order to be appropriate for widespread application, its stability to per-83

turbations to various aspects of its generation also needs to be understood. A number of84
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plausible estimates exist already. Estimates based on simulations of a single atmosphere-85

ocean climate model have been produced and used [Pall et al., 2011; Christidis et al., 2013;86

Shiogama et al., 2013; Christidis and Stott , 2014;Wolski et al., 2014], but as candidates for87

benchmarks we consider them to have two important issues: the selection of the climate88

model is arbitrary; and their robustness has yet to be examined in detail. Christidis and89

Stott [2014] propose instead using a map of observed linear trends in the historical record,90

which satisfies the simplicity requirement, but the pattern depends strongly on the inter-91

polation method used to estimate temperatures over large areas of the ocean that were92

largely unmonitored a century ago [Deser et al., 2010; Hartmann et al., 2013; Kennedy ,93

2014]; Bichet et al. [2015], instead using pattern scaling methods, conclude that at most94

half of the resulting pattern reflects a response to anthropogenic forcing. These options95

all represent plausible estimates of the anthropogenic ocean warming response. However,96

because we feel these options do not satisfy all of the above criteria for a widely-used97

benchmark, we develop an alternative here that we argue satisfactorily fits the purpose.98

The “historical” (representing historical changes in climate driven by both anthro-99

pogenic and natural forcings) and “historicalNat” (driven by natural forcings only) sim-100

ulations from the CMIP5 climate model database [Taylor et al., 2012] have become the101

international standard for estimating how we expect the average climate to have evolved102

over the past century (historical) and how we expect it might have evolved in the absence103

of anthropogenic interference (historicalNat) [Bindoff et al., 2013]. These simulations104

have been generated using state-of-the-art coupled atmosphere-ocean models of the cli-105

mate system and thus are intended to account for all possible sources of climate variability106

on time scales ranging up to the full one and a half centuries covered. Thus we adopt these107
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simulations for estimation of the Nat-Hist benchmark — dubbed “Nat-Hist/CMIP5-est1”108

— by taking the time-varying difference between the historical and historicalNat simula-109

tions. The CMIP5 historical simulations start before the beginning of the 20th century110

but end in the year 2005, so we extend them to (and beyond) the present using CMIP5111

simulations driven with the RCP4.5 emissions scenario (“rcp45”) which continue on from112

the end of the historical simulations. No such continuation exists for historicalNat simu-113

lations (some of which end later than 2005) so whenever a historicalNat simulation ends114

we adopt the final available year for use in subsequent years (the assumption of constant115

natural forcings underlies the RCP4.5 scenario as well).116

The simulations used are listed in Table 2. Selection was based on:117

• Availability on 1 April 2013.118

• Availability of monthly skin temperature data from simulations following the histor-119

ical, rcp45, and historicalNat scenarios.120

By selecting historical and historicalNat simulations which share initial conditions, we121

assume that long-term secular drift is cancelled through the subtraction of the latter from122

the former. All data are regridded to the 1◦ × 1◦ grid of the NOAA OI.v2 observational123

sea surface temperature and sea ice coverage product [Reynolds et al., 2002], with data124

retained over ocean as well as over land.125

2.2. Averaging across simulations

Either models or simulations could be treated as the basic unit for averaging. When126

considering differences between all-forcings and natural-forcings simulations over the re-127

cent past and near future, as here, natural autonomous variability of the climate system128

accounts for a large fraction of the spread of trends across simulations, which means that129
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it is a common practice to consider each simulation as equally probable [e.g. Hegerl et al.,130

2007; Hoegh-Guldberg et al., 2014]. Our estimate follows this practice, which also provides131

a higher effective sample size that proves useful for reducing sampling “noise” at small132

scales (see Section 3.2). Taking only one simulation per model yields a similar difference133

map at large scales, but with some regional differences which could be relevant when134

simulating local or regional extreme weather (Figure 1); a large part of this difference is135

likely sampling noise in the smaller data set.136

3. Attributable sea surface warming

3.1. Selection of skin temperature

The most obvious temperature measure to use for estimating changes in sea surface137

temperature might be sea surface temperature itself. However, because sea surface tem-138

perature cannot go below the freezing point, it cannot be used in the polar regions. Pall139

et al. [2011] used 1.5m near-surface temperature partly for this reason. Here though we140

opt for skin temperature. It more closely matches sea surface temperature in the ice-free141

open ocean, and over ice-covered regions it reports the temperature at the ice-air interface142

which corresponds to the surface boundary for atmospheric models.143

3.2. Stability from year to year

Despite the use of 51 simulations for each of the historical+rcp45 and historicalNat sce-144

narios, there may still be noticeable sampling “noise” at the grid scale of the attributable145

warming estimates, which could be important for simulation of regional extreme weather.146

Anthropogenic forcing is changing only slightly from year to year, so comparison of nearby147

years should reveal little difference if sampling noise is minimal. Figure 2 compares the148
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attributable warming estimate for January 2006 against the estimate for January 2001149

and reveals that, despite use of a large number of simulations, regional year-to-year vari-150

ations as large as 0.5◦C arise. One option would be to impose some spatial smoothing151

[Shiogama et al., 2013], but this could remove local warming gradients that are important152

for the generation of extreme weather on and near coasts. Another option is to smooth in153

time [Shiogama et al., 2013]. Use of a 5-year boxcar filter (note that still no data is shared154

for 2001 and 2006 calculations) applied separately for each calendar month reduces those155

variations to about 0.1◦C (in ice-free areas) of the global average warming. Note that the156

large differences bewteen the maps in some areas in the interior of the continents should157

be irrelevant for prescribing ocean surface conditions.158

One potential issue with a temporal filter is that it smooths out the climate response to159

volcanic eruptions. If the sea surface temperature response to a major volcanic eruption160

is linearly additive with the response to anthropogenic forcing [Meehl et al., 2003; Gillett161

et al., 2004; Shiogama et al., 2012], then this issue will be resolved by the cancelation of162

volcanic responses in the calculation of the difference between the historical and histori-163

calNat simulations. Figure 3 shows the difference in attributable ocean warming estimates164

for January 1992 (soon after the major eruption of Mt. Pinatubo) and for January 1997165

(a while after, with no major eruptions occurring in the interim); no temporal smoothing166

was used for this map. The magnitude of the variations from a global average warming167

are comparable to those seen in Figure 2 for an eruptionless five-year interval when no168

temporal smoothing is applied. More systematically, the root-mean-squared differences169

between the spatial patterns of estimated attributable warming over the ocean for each170

calendar month (not shown) do not indicate anything special about the years during and171
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following the major Mt. Agung, El Chichón, or Mt. Pinatubo eruptions. We therefore172

adopt the 5-year boxcar smoothing in all further calculations.173

3.3. Amplitude of response

Is the estimated attributable warming plausible? We can evaluate the magnitude of174

the response through regression against the observed record. We take the global mean175

sea surface temperatures (skin temperature over water) averaged across all of the histor-176

ical CMIP5 simulations listed in Table 2, do the same for the historicalNat simulations,177

and take the global mean from the Hurrell et al. [2008] observational product of sea178

surface temperatures. We then regress 5-year-averages of the historical and historical-179

Nat signals using the total least squares regression approach [Allen and Stott , 2003, code180

at http://www.csag.uct.ac.za/∼daithi/idl lib/detect], with the residual compared against181

available skin temperature data from unforced (i.e. no changes in external boundary con-182

ditions beyond the diurnal and annual cycles) “piControl” simulations from all of the183

CMIP5 models listed in Table 2 (except no data is available for BCC-CSM-1). The most184

likely estimate for the regression coefficient for the response to anthropogenic forcing is185

listed in Table 3 for a number of periods, domains, and months of the year.186

For the century-long time scale, the most likely estimates for the regression coefficients187

are near 1, meaning that the magnitude of the Nat-Hist/CMIP5-est1 changes closely188

match the observed changes. However, the residual of the regression is significantly larger189

than would be expected with an adequate fit. This inconsistency results from an apparent190

warm bias in the CMIP5 models relative to observed values at the beginning of the191

20th Century and an apparent cold bias in the middle of the century [Ribes and Terray ,192

2013]. This discrepancy can be at least partially reduced by accepting that the relative193
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bias in the magnitude of the models’ responses may differ for greenhouse gas forcing194

and anthropogenic aerosols forcing, i.e. through a regression analysis that isolates these195

responses [Ribes and Terray , 2013].196

Perhaps a more relevant analysis, however, would examine the 1961–2010 period, both197

because the observational monitoring is more comprehensive for this period and because198

it more closely matches with periods likely to be examined in the C20C+ D&A Project199

and similar investigations. Because the temporal profile of the aerosol and greenhouse gas200

responses is similar (but opposite) over the past half century, an anthropogenic-natural201

regression analysis for the past half-century is able to produce an adequate fit to the202

observed record over this period, but at the cost of regression coefficients that are barely203

consistent with 1 (Table 3). This reflects that a 0.14◦C cooling (over the 50◦S–50◦N ocean204

surface) over the 1961–2010 period arises when the unadjusted Nat-Hist/CMIP5-est1205

attributable warming estimate is subtracted from the Hurrell et al. [2008] observational206

sea surface temperature product (which has a 0.48◦C warming), and a 0.15◦ cooling when207

subtracted from the HadISST1 product [Rayner et al., 2003]. This compares against208

an average 0.10◦C warming in the CMIP5 historicalNat simulations. Thus, it may be209

possible to improve the accuracy of the Nat-Hist/CMIP5-est1 estimate of attributable210

ocean warming through adjustments based on a multi-signal regression analysis. However,211

we also note that the most recently published estimate of the observed rate of warming212

over the 1951–2012 period implies ∼0.06◦C more warming over the 1961–2010 period213

compared to the ocean temperature products considered above [Karl et al., 2015]. In214

light of this uncertainty, the Nat-Hist/CMIP5-est1 estimate appears to have an acceptable215

possible warm bias and that the added complexity of a regression-based adjustment is not216
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required. To allow sensitivity tests, though, we have also published a “Nat-Hist/CMIP5-217

est1-p50” estimate of natural ocean temperatures and sea ice coverage, by adjusting the218

amplitude of the attributable anthropogenic warming estimate by the 50th percentile of219

the probability distribution in the regression analysis for annual values over 1961–2010220

spanning the 50◦S–50◦N ocean (0.83).221

4. Sea ice coverage

Unfortunately, the attributable change in sea ice coverage cannot be detected in the222

same manner as the attributable ocean warming. Regional biases in sea ice extent in the223

CMIP5 models [Mahlstein et al., 2013; Flato et al., 2013; Notz , 2014], as well as inconsis-224

tencies in subtracting a mean difference from a temporally-varying observed extent, lead225

to implausible Nat-Hist estimates. Recognising this, Pall et al. [2011] instead developed226

an approach to alter sea ice coverage in a manner that is consistent with the estimated227

attributable warming in sea surface temperatures. This method involves determining a228

simple functional form to the temperature/ice-coverage relationship and modifying All-229

Hist ice coverage using this function. Pall et al. [2011] adopted a function, based on230

near-surface air temperature in a given reference observational data set, that depends on231

a linear fit passing through the freezing-point/full-coverage point and the median tem-232

perature/coverage point of all intermediate-coverage areas as determined from grid-cell-233

resolution data, which was estimated separately for each hemisphere. The function then234

followed three basic steps:235

• If the Nat-Hist temperature is below the freezing point, enforce full coverage.236

• While at temperatures above the intercept of the linear fit and no-coverage, maintain237

the All-Hist coverage.238
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• While the temperature is between the freezing point and the intercept of the linear239

fit and no-coverage, increase the coverage at the rate indicated by the linear fit.240

The approach has been used by a number of recent studies [Christidis et al., 2013;241

Shiogama et al., 2013; Christidis and Stott , 2014], but its robustness against perturba-242

tions to the methodology have yet to be examined in detail. We adopt a similar function243

here except that the intermediate-coverage section is estimated using a bin-based ap-244

proach. We calculate the median temperature in each of 100 equally-sized ice-coverage245

bins, and the new function is the line that connects the freezing-point/full-coverage point246

and the centre of mass of all of the bin medians. The calculations are performed on ob-247

served temperature/ice-coverage data over the 2001-2010 period using the NOAA OI.v2248

observationally-based dataset [Reynolds et al., 2002]. The result ends up being similar249

to the linear fit of Pall et al. [2011] (dashed red versus dashed blue lines in the plots in250

the top two rows of Figure 5). This bin-based empirical fit has a slope of md and a no-251

coverage intercept at SSTopen, and is estimated and applied separately for the Northern252

and Southern Hemispheres and for each calendar month.253

Given this function, the algorithm for determining the Nat-Hist ice coverage follows a254

series of steps, listed in Figure 4. The resulting changes are illustrated by the arrows in255

the top and middle right panels of Figure 5, when the Nat-Hist/CMIP5-est1 attributable256

warming estimate is applied to the NOAA OI.v2 observational product. A notable issue is257

that the function is limited in its ability to handle attributable coolling (i.e. sea ice retreat258

due to the Nat-Hist conditions being warmer than the observed/All-Hist conditions). In259

particular, because available observational products fix surface temperature to the freezing260

point when ice coverage is full, it is not possible to thin the full-coverage ice in a sensible261
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way following this sort of method. One solution would be to use skin temperature, but the262

required multi-decadal observations are lacking. Fortunately, for the intended application263

here — coolling after removing the effect of anthropogenic emissions — this issue is not264

relevant because no regions near sea ice exhibit warming in the Nat-Hist/CMIP5-est1265

attributable warming estimate.266

While the results in Figure 5 look plausible, we can evaluate the method more directly by267

using it to estimate sea ice coverage from observed sea surface temperatures, i.e. defining268

the sea ice coverage:269

• As full when SSTobs = SSTfreeze (note SSTobs ≥ SSTfreeze);270

• As md · (SSTobs − SSTopen) when SSTfreeze < SSTobs < SSTopen;271

• As zero when SSTopen < SSTobs.272

Results are shown in Figure 6. The estimated values tend to lag in both the spring and273

autumn, reflecting a lack of a consideration of freezing or melting physics in the algorithm.274

Coverage also tends to be underestimated during the winter by about 1 million km2,275

perhaps reflecting advection of ice from frozen (at freezing-temperature) areas to nearly276

frozen (and above freezing) areas, a process which is not simulated by our algorithm277

but which is important in the Northern Hemisphere. As seen in the maps, there can be278

some regional differences which could be relevant for the generation of extreme weather279

over nearby land. However, considering the algorithm is intended only for estimating280

perturbations from observed conditions, this usage as a direct estimator is an extreme281

test; the lack of gross discrepancies is thus favourable.282
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5. Discussion

This paper has described the development of an estimate of the ocean warming and283

associated sea ice retreat attributable to anthropogenic emissions, for use in running at-284

mospheric climate models under a scenario of what the world might have been like in the285

absence of emissions. Its advantages are that it uses a large amount of data from a re-286

spected source concerning the estimation of climate change (simulations submitted to the287

CMIP5 public data archive) and proves robust and/or stable to variations in the selection288

criteria of input climate model data, possible bias in the amplitude of the warming in the289

climate model simulations, occurrence of major volcanic eruptions, and choice of year.290

However, it is by no means the only possible estimate. Here we briefly mention other291

possible estimates related to this Nat-Hist/CMIP5-est1 estimate:292

Sampling of amplitude uncertainty: The regression analysis described in Section 3.3 can293

also calculate the probability distribution of values for the regression coefficient informed294

by observed trends. Usage of the same pattern but different amplitudes corresponding to295

specified quantiles of this probability distribution can yield markedly different estimates296

of the magnitude of the role of anthropogenic emissions in the chance of extreme weather297

[Pall et al., 2011].298

Sampling individual atmosphere-ocean climate models : One possible criticism of the299

Nat-Hist/CMIP5-est1 estimate is that it is not necessarily physically consistent, i.e. in a300

nonlinear climate system averaging across models may produce changes in circulation that301

are not physically plausible. This issue would be remedied by selecting simulations from302

just a single climate model. Indeed, the few studies that have used more than one such303

estimate have found major differences in results, highlighting the importance of examining304
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multiple estimates [Pall et al., 2011; Kay et al., 2011; Christidis et al., 2012; Shiogama305

et al., 2014; Christidis and Stott , 2014]. The 5-year temporal filter could be expanded306

to deal with the smaller sample size of simulations [Shiogama et al., 2013, , Section 3.2],307

but not too much; spatial smoothing is another option [Shiogama et al., 2013] but it308

would remove much of the small-scale features that are vital aspects of the differences309

between single-model estimates. Thus, single-model estimates would likely retain a sub-310

stantial amount of sampling noise. Following the above methods (but using an 11-year311

temporal filter), we have thus far calculated the following single-model estimates: Nat-312

Hist/CanESM2-est1, Nat-Hist/CCSM4-est1 (with a 10-year filter), Nat-Hist/GISS-E2-H-313

p1-est1, Nat-Hist/GISS-E2-R-p1-est1, Nat-Hist/HadGEM2-ES-est1, and Nat-Hist/IPSL-314

CM5A-LR-est1.315

Usage of a different observational data product: In the analyses shown in this paper we316

have used the NOAA OI.v2 product for the All-Hist ocean surface conditions as well as317

for developing a function for estimating the Nat-Hist/CMIP5-est1 sea ice coverage (the318

Hurrell et al. [2008] product adopts NOAA OI.v2 starting in late 1981), but removal of the319

anthropogenic response estimated from other observational products is also possible. The320

result when the HadISST1 product [Rayner et al., 2003] is used for the All-Hist scenario321

has also been provided on the C20C+ D&A Project portal; however, because HadISST1322

does not allow sea ice coverage in the 0.0–0.2 range, the NOAA OI.v2 relationship was323

still used for estimating the conversion function.324

Usage of a different sea ice coverage estimator: Differences in treatment of how sea ice325

coverage should be altered may be important for attribution studies at high latitudes326

[Angélil et al., 2014]. However, despite some effort in recent years, the Pall et al. [2011]327
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method of estimating attributable sea ice change remains the only method found to pro-328

duce plausible estimates for the generic purposes considered in this paper. For instance,329

while Otto et al. [2014] used a different method following from the development of the330

HadISST1 product, it has substantial biases when applied to other observational prod-331

ucts (J. Imbers, pers. comm.). A method that can yield plausible sea ice retreat would,332

however, be useful for examining a counterfactual world without aerosol emissions (but333

with historical greenhouse gas emissions), for instance.334

Beyond the variations described above, other possibilities could be more observationally335

focussed [Christidis and Stott , 2014], for instance using pattern scaling methods [Bichet336

et al., 2015]. Ultimately, it is hoped that both hardware and software will develop to the337

point where large-ensemble, high-spatial-resolution experiments are possible with fully338

coupled atmosphere-ocean-land-ice models, at which point offline estimation of the at-339

tributable ocean warming and sea ice retreat will become obsolete.340

The Nat-Hist/CMIP5-est1 attributable warming estimate as well as the resultant Nat-341

Hist/CMIP5-est1 sea surface temperatures and sea ice concentrations when the estimate is342

applied to the NOAA OI.v2/Hurrell et al. [2008] and HadISST1 observational products are343

provided for use at http://portal.nersc.gov/c20c/experiment.html. Variations, following344

the above ideas and likely other possibilities, will also be published at this location as345

those estimates are developed in the near-future.346
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Table 1. List of time-varying boundary conditions for use in the All-Hist/est1 experi-

ment and the various experiments in the Nat-Hist family.

Forcing All-Hist/est1 Nat-Hist family

Greenhouse gas concentrations Historical values Pre-industrial values

Anthropogenic aerosol burdens or emissions Historical values Pre-industrial values

Stratospheric ozone Historical values Pre-industrial values

Land cover Historical values Historical values

Solar luminosity Historical values Historical values

Natural aerosol burdens or emissions Historical values Historical values

Sea surface temperatures Historical values Modified historical values

Sea ice concentrations Historical values Modified historical values
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Table 2. List of CMIP5 simulations of atmosphere-ocean models used for estimating

the adjustment of the sea surface temperatures for the Nat-Hist/CMIP5-est1 scenario.

Simulation labels apply to each of the “historical”, “rcp45”, and “historicalNat” scenarios.

rcp45 simulations continue from historical simulations with the handover on 1 January

2006, while historicalNat simulations end in different years, depending on the model. A

total of 51 simulations from 19 CMIP5 models for each of the scenarios are included in

the calculation. Simulation labels apply across all scenarios.

CMIP5 Model Simulation labels Last year of
HistoricalNat
simulations

BCC-CSM1-1 r1i1p1 2012

BNU-ESM r1i1p1 2005

CanESM2 r1i1p1, r2i1p1, r3i1p1, r4i1p1, r5i1p1 2012

CCSM4 r1i1p1, r2i1p1, r4i1p1, r6i1p1 2005

CNRM-CM5 r1i1p1 2012

CSIRO-Mk3-6-0 r1i1p1, r2i1p1, r3i1p1, r4i1p1, r5i1p1 2012

GFDL-CM3 r1i1p1 2005

GFDL-ESM2M r1i1p1 2005

GISS-E2-H-p1 r1i1p1, r2i1p1, r3i1p1, r4i1p1, r5i1p1 2012

GISS-E2-H-p3 r1i1p3, r2i1p3, r3i1p3, r4i1p3, r5i1p3 2012

GISS-E2-R-p1 r1i1p1, r2i1p1, r3i1p1, r4i1p1, r5i1p1 2012

GISS-E2-R-p3 r1i1p3, r2i1p3, r3i1p3, r4i1p3, r5i1p3 2012

HadGEM2-ES r1i1p1, r2i1p1, r3i1p1, r4i1p1 2018/2019

IPSL-CM5A-LR r1i1p1, r2i1p1, r3i1p1 2012

IPSL-CM5A-MR r1i1p1 2012

MIROC-ESM r1i1p1 2005

MIROC-ESM-CHEM r1i1p1 2005

MRI-CGCM3 r1i1p1 2005

NorESM1-M r1i1p1 2012
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Figure 1. Estimates of attributable ocean warming for January 2001 using all selected

CMIP5 simulations (left) or only one simulation (per scenario) per climate model (right).

A 5-year temporal filter was used in all calculations.

Figure 2. Maps of the difference in estimated attributable warming for January 2006

versus January 2001. The left map is produced without temporal smoothing, while the

right map uses a 5-year boxcar filter applied to January data.
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Figure 3. Map of the difference in estimated attributable warming for January 1997

versus January 1992. No temporal filter applied in the calculation.

Table 3. 90% confidence ranges on regression coefficients from comparison of the

observed sea surface temperature record against the Nat-Hist/CMIP5-est1 climate model

output. The confidence ranges and goodness-of-fit are estimated with unforced simulations

providing 79 samples for 110-year trends and 175 for 50-year trends. Values marked with

asterisks fail the goodness-of-fit test.

Period Domain Annual January April July October

1901–2010 Ocean, global 0.87,1.16* 0.83,1.12* 0.87,1.18* 0.88,1.19* 0.87,1.15*

1901–2010 Ocean, 50◦S–50◦N 0.91,1.19* 0.87,1.16* 0.90,1.20* 0.91,1.20* 0.91,1.18*

1961–2010 Ocean, global 0.58,1.02 0.47,0.96 0.62,1.08 0.64,1.09 0.55,0.99

1961–2010 Ocean, 50◦S–50◦N 0.62,1.05 0.54,0.99 0.65,1.09 0.65,1.09 0.60,1.03
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dSST � 0

SSTobs � dSST < SSTopen

SICnat = 1 

SICnat = SICobs � md · dSST

to a max of 1 and min of 0

SICnat = SICobs � md · (dSST � SSTobs + SSTopen)

SICnat = SICobs

SICnat = SICobs � md · dSST  

to a minimum of 0

SICobs= 1 

SSTfreeze � SSTobs < SSTopen 

no

yes

no

no

no

yes

yes

yes

SSTobs, dSST, SICobs

Figure 4. The algorithm used for estimating Nat-Hist fractional sea ice coverage,

SICnat, in a cell on the target spatial grid. The inputs are the observed (also used as

All-Hist) sea surface temperature, SSTobs, and fractional sea ice coverage, SICobs, along

with the attributable warming estimate for the location, dSST . Note that in the case of

warming attributable to anthropogenic emissions, we expect dSST > 0. SSTfreeze is the

freezing temperature of sea water (-1.8◦C in the NOAA OI.v2 observationally-based data

product). See text for further details.
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Figure 5. The estimation of attributable changes in sea ice coverage as implemented

for the Nat-Hist/CMIP5-est1 scenario. The top two rows show data for the Northern

Hemisphere (top row) and Southern Hemisphere (middle row). The left panels of these two

rows show the sea ice coverage and sea surface temperature relationship during the 2001-

2010 period in the NOAA OI.v2 observational product [Reynolds et al., 2002] (dots), the

Pall et al. [2011] linear fit for adjusting ice coverage (blue line, with the diamonds marking

the points used to calculate the line), and the median temperature for each coverage bin

(solid red line) and the resulting linear fit (dashed red line) used for the Nat-Hist/CMIP5-

est1 scenario. (Only a limited number of points are displayed in order to avoid saturation.)

The middle panels in the top two rows show the resulting temperature and coverage

data estimates for the Nat-Hist/CMIP5-est1 scenario, while the right panels show the

progression from observed values to Nat-Hist/CMIP5-est1 values. The bottom left panel

shows the monthly coverage time series for both hemispheres (North in red, South in blue)

as observed (solid) and under the Nat-Hist/CMIP5-est1, based on NOAA OI.v2. The two

maps illustrate Arctic coverage for January 2000 from observations (middle) and for the

Nat-Hist/CMIP5-est1 scenario (right).
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Figure 6. Comparison of sea ice coverage calculated directly using the algorithm

developed here versus observed values. Left panel: Monthly mean values for the Northern

(red) and Southern (blue) Hemispheres from the NOAA OI.v2 observational product

(solid) and as estimated from the NOAA OI.v2 sea surface temperatures (dotted). Middle

panel: Observed sea ice concentration according to NOAA OI.v2 for January 2000. Right

panel: Estimated sea ice concentration based on NOAA OI.v2 sea surface temperatures.
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